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Abstract: Direct hydroxide attack on the scissile carbonyl of the substrate has been suggested as a likely mechanism
for esterase antibodies elicited by phosphonate haptens, which mimic the transition states for the alkaline hydrolysis of
esters.' The unique amidase activity of esterase antibody 43C9 has been attributed to nucleophilic attack by an
active-site histidine residue.? Yet, the active site of 43C9 is strikingly similar to those of other esterase antibodies,
particularly 17E8. We have carried out quantum mechanical calculations, molecular dynamics simulations, and free
energy calculations to assess the mechanism involving direct hydroxide attack for 43C9. Results support this mechanism
and suggest that the mechanism is plausible for other antiphosphonate antibodies that catalyze the hydrolysis of

(p-nitro)phenyl esters.
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Introduction

Catalytic antibody 43C9 is unique in its ability to cleave anilides.
This antibody, which also hydrolyzes aryl esters, was elicited by
an arylphosphamidate hapten (or transition-state analog). The crys-
tal structure of 43C9 in complex with its ester hydrolysis product,
p-nitrophenol, was recently solved.® Although the crystal structure
of the hapten complex of 43C9 is unavailable, superposition of the
p-nitrophenyl leaving group of the hapten onto the bound product
and replacement of two crystallographic water molecules with the
phosphonamidate oxygens (see Fig. 1) reveals a similar pattern of
residues involved in hapten recognition as several other esterase
antibodies—CNJ206, 48G7, and 17E8 —that were elicited by
arylphosphonate haptens and have crystal structures of their hap-
ten-bound forms available.' This common motif consists of a deep
hydrophobic pocket for the aryl leaving group and several hydro-
gen bond donating residues that stabilize the phosphamidate or
phosphonate moiety of the hapten. Phosphonates and phosphami-
dates mimic the transition states involved in the base-promoted
hydrolysis of esters and amides, respectively. Direct hydroxide
attack, as programmed by the hapten, is therefore generally be-
lieved to be operative for the above esterase antibodies."

A more sophisticated mechanism has been proposed for 43C9.
Based on biochemical evidence, catalysis by 43C9 is suggested to
involve the formation of a covalent acyl-antibody intermediate by

nucleophilic attack of the substrate by an active-site histidine
residue, His L91 (L = light chain), with subsequent deacylation by
hydroxide ion (see Fig. 2A).>* The role of His L91 as a nucleo-
phile was suggested by the effects of mutating the residue to Gln
in which a >50-fold decrease in catalytic efficiency resulted with
little effect on ligand binding for the ester hydrolysis reaction.’
This result is also consistent with a general base role for His L91
in which it may abstract a proton from water to form hydroxide
ion. Histidine nucleophilic attack is also supported by detection of
the acyl intermediate by electrospray mass spectrometry at pH 5.9
and its absence under the same conditions with the His L91— Gln
mutant.®
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Figure 1. A model of antibody 43C9 in complex with its arylphos-
phamidate hapten. The crystal structure of the variable region of the
antibody in complex with the ester hydrolysis product, p-nitrophenol,
was used as a starting point for building the model.? The active site lies
in a cleft between the light (green) and heavy (magenta) chains of the
antibody. As done by Thayer et al.,> the hapten was docked into the
active site by superposition of the p-nitrophenyl leaving group of the
hapten onto the bound product (orange) and replacement of two
crystallographic water molecules (shown as orange spheres) with the
phosphonamidate oxygens. Produced using Swiss-Pdb Viewer.*’
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Figure 3. Active site residues of 17ES8 that contact the arylphospho-
nate moiety of its hapten.'> Seven out of these ten residues are
identical in 43C9 as shown above in green both in the snapshot of the
active site (produced by Swiss-Pdb Viewer*’) and in the sequence
analysis taken from MacBeath and Hilvert.! Residues that differ from
those in 43C9 are shown in orange.

(A) Histidine attack mechanism

H

Acylated intermediate

Mote:

His L1 His Lg1 rl-ns Lo
o fON  AmNH
N NH N _NH b, 1§ = :
s S \9>)< s RN N
.y [P ArNH )R OH
ANH™ TR -~
His Lg1 His L9
o — 1=
R )
: 3>< Pi N o M., NH
R OH
(B) Direct hydroxide attack mechanism
- Oxyanion intermed ate
.: o, O, OH j‘ s
- - — . H;
F\rNHJL‘R ANH ) R R™ "0

Hapten (TS analog)
o 0

P
ANH R

Figure 2. Proposed mechanisms of catalysis by 43C9, which hydro-
lyzes the anilide substrate shown above as well as the corresponding
aryl ester substrate: (A) nucleophilic attack by His L91 (as proposed
by Benkovic et al.?> ) and (B) direct hydroxide attack as programmed
by the hapten. The hydroxide ion in (B) is likely produced by abstrac-
tion of a proton from water by His L91. These mechanisms were also
predicted to apply to the aryl ester substrate.

It is surprising that 43C9 should have a mechanism that is so
different from that programmed by its hapten (see Fig. 2B), par-
ticularly given that the active site of 43C9 has striking similarities
to that of esterase antibody 17E8, which most likely functions via
direct hydroxide attack.' Based on sequence analysis, 7 out of 10
residues in the vicinity of the arylphosphonate moiety of the
hapten in 17ES are identical in 43C9 (see Fig. 3)." Here we explore
the plausibility of direct hydroxide attack as a mechanism of
catalysis for 43C9 relative to 17E8 through quantum mechanical
(QM) calculations, molecular dynamics (MD) simulations, and
MM-PBSA free energy calculations.”

Methods

OM Calculations

p-Nitrophenyl acetate and p-nitroacetanilide were used as minimal
representations of the p-nitrophenyl ester and p-nitroanilide sub-
strates of 43C9, respectively. Likewise, phenyl acetate and acet-
anilide were used to represent the phenyl ester and amide sub-
strates of 17ES8, respectively. Reported energies for stationary
points along the reaction path are from calculations carried out at
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the B3LYP/6-31+G*//B3LYP/6-31+G* level with zero point en-
ergy corrections (scaled by 0.9806)% derived from frequency cal-
culations at the corresponding level. Stationary points were char-
acterized by calculating the Hessian matrix of energy second
derivatives and by determining the number of imaginary frequen-
cies. Intrinsic reaction coordinate (IRC) calculations were used to
confirm the minima connected by each saddle point. Optimized
geometries of reactants and transition states at the B3LYP/6-
31+G* level are provided in the Supplemental Material. Conduc-
tor-like screening model (COSMO)° self-consistent reaction field
(SCRF) single-point calculations at the B3LYP/6-31+G* level
were performed at selected stationary points to estimate environ-
mental effects. A dielectric constant value of 78.4 was used to
simulate an aqueous environment, while a value of 4, which
accounts for the response of the dipolar groups of the polypeptide
backbone,'® was used to approximate the protein environment.
Geometries in which the hydroxide ion was positioned near the
amide hydrogen of p-nitroacetanilide led to deprotonation to form
a water molecule and an ionized substrate that was inert to hydro-
lysis. This side reaction was avoided in an optimized geometry
where the hydroxide ion was positioned ~1 A further away from
the amide hydrogen. All ab initio calculations were performed
with the GAUSSIAN 98 program."'

MD Simulation Protocol

Models of each complex were prepared using the LeAP module of
the AMBER 5.0 package.'? The crystal structure of the single-
chain variable fragment of 43C9 in complex with the p-nitrophenol
ester hydrolysis product (43CA in the Protein Data Bank)® was
used as a starting point for building a model of the 43C9-hapten
complex. As done by Thayer et al.,> superposition of the hapten’s
p-nitrophenyl group onto the bound p-nitrophenol and rotation
about the C-N-P-C bond positions the hapten’s two phosphamidate
oxygen atoms close to the crystallographic waters 481 and 584. All
crystallographic waters except for waters 481 and 584 were in-
cluded in the starting model. Coordinates for the 17E8-hapten
complex were taken from the 2.5-A resolution crystal structure of
the antibody binding fragment of 17E8 in complex with its hapten
(1EAP in the Protein Data Bank).'* No crystallographic waters
were present in this crystal structure. Because the variable region
of each antibody is sufficient for full antibody activity,'* only the
first 113 residues of the light chain (L) and the first 117 residues of
the heavy chain (H) were included to represent the antibody.
N-methyl capping groups were added to the C-terminal truncated
ends while the N-terminal ends were treated as charged. Ionization
states present in neutral solution were used for all charged resi-
dues. Tautomeric states of histidine residues (HID = protonation
at the o-nitrogen, HIE = protonation at the e-nitrogen) were
determined by analysis of hydrogen bonds; in ambiguous cases,
the residues were assigned to be HIE, which is the predominant
tautomer for free histidines in solution.'® Both His H35 and His
L91 were assigned to be HIE for the ground-state (GS) complexes
of 43C9 and HID in the transition-state (TS) complexes. In the TS
complexes of 17E8, His L38, His L49, His H32, and His H35 were
assigned to be HID, HIE, HID, and HIE, respectively; the same
tautomeric forms were used for the GS complexes except that His
H35 was assigned to be HID.

Models for GS and TS complexes were obtained by starting
with the antibody—hapten complex structures, then using the hap-
tens as scaffolds to build the GS and TS ligands. TS ligands were
approximated by tetrahedral intermediates (shown in Fig. 2). To be
consistent with the Cornell et al. force field,'® charges for all
ligands were determined by the restrained electrostatic potential
(RESP) fitting method,'” using electrostatic potentials that were
derived from HF/6-31G*//HF/6-31G* quantum mechanical calcu-
lations. Quantum mechanical calculations were performed using
the Gaussian 98 package.'' Because geometry optimization of the
tetrahedral, hydrolysis intermediate for the p-nitrophenyl ester
substrate of 43C9 yielded the products, an optimization was per-
formed while constraining the scissile ester bond to the length
(1.53 A) of the corresponding bond in the optimized geometry of
the hydrolysis intermediate for the phenyl ester substrate of 17E8.
All ligand parameters not present in the Parm99 parameter set'®
are reported in the Supplementary Material.

In each MD simulation, we concentrated our attention on the
binding site region of the antibody, permitting only residues (in-
cluding ions, water molecules, and the ligand) that lie within 18 A
of the C{ atom of Arg L96 to move. This mobile set of residues
will be referred to as the “belly” region. Each antibody-ligand
complex was solvated by placing a sphere of TIP3P water mole-
cules'® with a radius of 31 A centered at the CZ atom of Arg L96
and then simulated using an identical protocol and the AMBER 5.0
suite of programs.'? To fix any errors introduced in the model-
building process, the molecular mechanics model described above
was first subjected to 100 steps of steepest descent minimization
followed by 1000 steps of conjugate gradient minimization. After
this minimization, the system was equilibrated in two stages. At
the beginning of each stage, the temperature is raised from 0 to 300
K during the first 2 ps, after which the temperature remained at 300
K. In the first stage, only the ligand, ions in the belly region, and
all waters were equilibrated for 40 ps. In the second stage, the
entire belly region was equilibrated for 60 ps. Sampling of rea-
sonable configurations for the resulting stable state of the antibo-
dy-ligand structure was obtained by running a 600-ps belly sim-
ulation with a 2-fs time step at 300 K. For each simulation,
Berendsen temperature coupling?® was used to maintain the sys-
tem at its assigned temperature, while the SHAKE algorithm
constrained the length of all bonds to their equilibrium values.?!
To minimize computational expense, long-ranged nonbonded in-
teractions were only calculated out to a 12-A residue-based cutoff
distance. To allow for sufficient equilibration, only the latter 500
ps of each 600-ps simulation were used for subsequent analysis of
the dynamics.

MM-PBSA Protocol

To compute the average binding free energy of each antibody-
ligand complex, we selected 50 equally spaced “snapshot” config-
urations of the unbound antibody, unbound ligand, and antibody—
ligand complex from the 101-600-ps interval of the 600-ps
complex trajectory and performed energy calculations on the snap-
shots. Prior to the energy calculations, all waters and ions were
removed from each snapshots. Free energy calculations were per-
formed using the MM-PBSA approach, described in detail by
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Table 1. Computed Barriers (kcal/mol) at the B3LYP/6-31+G*//B3LYP/6-31+G* Level for
Ester and Amide Hydrolysis Reactions of 43C9 and 17ES8 via Hydroxide Attack with

Rate-Limiting Barriers Underlined.

e=1 e =4 e =784
43C9 ester hydrolysis TS1 2.0 4.4 18.7
amide hydrolysis TS1 6.1 7.1 193
TS2 —-12.7 -33 13.5
17E8 ester hydrolysis TS1 2.8 9.5 18.4
amide hydrolysis TS1 7.8 15.9 25.
TS2 -1.0 20.9 37.0

As described in Methods, minimal representations of the ester and amide substrates were used in the
calculations. Gas-phase values include zero-point corrections. The COSMO continuum model was
used with dielectric constant (&) values of 4 and 78.4. Only one transition state involving hydroxide
addition (TS1) was located for each of the ester hydrolysis reactions while a second transition state
involving breakdown of the intermediate (TS2) was located for each of the amide hydrolysis

reactions.

Srinivasan et al.” The binding free energy, AG,,,q4, is defined as
follows:

AGying = AEyy + AG,,, — TAS
AEyy = AE, + AE gy + AE,,
AGy = AGpg + AGg,

where AE,,, is the change in the total MM energy of the solute
with an electrostatic component (AE,,), a van der Waals compo-
nent (AE,,w), and an internal component (AE,,) consisting of
bond, angle, and torsional energies; AG,,,, is the solvation energy
difference, which consists of an electrostatic contribution (AGpg)
determined by the Poisson—-Boltzmann approach using the Del-
Phi2.0 software package®” and a nonelectrostatic contribution
(AGg ) that is linearly dependent on the solvent accessible surface
area [AGg, = y (ASASA) + B where y = 0.00542 and B8 = 0.92
kcal/mol ]; and — TAS is the solute entropic contribution to the
binding free energy. Solute entropic contributions were not calcu-
lated in this study since they are only crudely estimated by normal-
mode analysis and likely to be similar for all the antibody-ligand
complexes. To estimate the absolute binding free energies, a value
of +20 kcal/mol was used, based on published results for the
48G7-hapten complex.?® Because the same antibody and ligand
configurations are used for their respective unbound and bound
states, AE;,, is equal to zero. Calculations of the electrostatic
component to the MM energy and the electrostatic contribution to
the solvation energy were performed using a solute, or “interior,”
dielectric (g;,,) value of 1, consistent with our use of a nonpolar-
izable molecular mechanics force field. In this free energy ap-
proach, the solute response to charge fluctuations is estimated
through explicit averaging of conformations taken from an MD
simulation rather than using an interior dielectric constant that is
greater than unity for a single, static conformation.

Results and Discussion

The majority of the previous QM studies on the base-promoted
hydrolysis of esters or amides have focused on alkyl esters such as

24-28 26,27

methyl acetate, methyl benzoate, methyl formate,?® and
cocaine;*>!' and on the alkyl amide, formamide.**=*° Only two
studies have examined hydroxide addition to aryl esters, which are
activated esters that are easier to hydrolyze than alkyl esters.
Luzhov and Venanzi reported AM1 calculations for hydroxide
addition to phenyl acetate in the gas phase and in solution.*” In a
study on the fidelity of phosphonate haptens, Tantillo and Houk
performed detailed analyses of the complete reaction pathways for
hydroxide attack on phenyl acetate and on p-nitrophenyl acetate at
the HF/6-31+G*//HF/6-31+G* and MP2/6-31+G*//HF/6-
31+G* levels in the gas phase; incorporating solvation effects
through PCM and SCI-PCM calculations.*® Hydroxide addition to
anilides has not been examined. Here, we have extended the work
of Tantillo and Houk® to the analyses of hydroxide attack on
phenyl acetate, p-nitrophenyl acetate, and on the corresponding
anilides at the B3LYP/6-31+G*//B3LYP/6-31+G* level with in-
corporation of solvent effects through the COSMO continuum
model.’

As discussed in the Introduction, His L91 of 43C9 is likely to
act as a general base, abstracting a proton from water to form
hydroxide ion. Likewise, the catalytic residue of 17ES8, His H35,
may act as a general base to produce hydroxide ion. Table 1 shows
the computed barriers for hydroxide attack on p-nitrophenyl ace-
tate and p-nitroacetanilide, which are minimal representations of
the ester and amide substrates for 43C9, respectively; and on
phenyl acetate and acetanilide, which represent the ester and amide
substrates of 17ES8, respectively. The ester hydrolysis reactions
were each concerted with the location of only one transition state
(TS1) while the amide hydrolysis reactions were each stepwise,
involving both an addition transition state (TS1) and an elimina-
tion transition state (TS2). In the gas-phase (¢ = 1), the activation
barrier for the 43C9 amide hydrolysis reaction is ~4 kcal/mol
greater than that for the corresponding ester hydrolysis reaction,
consistent with the experimental difference of ~6 kcal/mol.***!
The ~5 kcal/mol greater activation barrier for the 17E8 amide
hydrolysis reaction relative to the corresponding ester hydrolysis
reaction is not as great as might be expected because amidase
activity by 17ES8 is undetectable. However, incorporation of envi-
ronmental effects by using the COSMO continuum model® with
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dielectric constants of 4 and 78.4 dramatically increases this dif-
ference to ~11 kcal/mol and ~19 kcal/mol, respectively. These
differences are much greater than those found for the hydrolysis
reactions of 43C9. The greater differences might be explained by
the fact that aniline is a much poorer leaving group than p-
nitrophenyl aniline due to the absence of the electron-withdrawing
nitro group (the pK, values of aniline and p-nitroaniline are 27 and
18.5, respectively) while the leaving group abilities of phenol and
p-nitrophenol are more similar (pK, values of 10 and 7, respec-
tively). Interestingly, the rate-limiting step for the amide hydroly-
sis reaction changes from hydroxide addition to breakdown of the
intermediate when dielectric constants of 4 and 78.4 were used. As
shown in Figure 4, computed barriers for the hydrolysis reactions
of both 43C9 and 17ES8 increase with the polarizability of the
environment into the range of experiment.

To estimate the ground-state (GS) and transition-state (TS)
stabilizations of each hydrolysis reaction, we computed the bind-
ing free energies for the GS and TS complexes using the MM-
PBSA free energy approach,” which uses a hybrid of molecular
mechanics and continuum solvent models. This approach has
given accurate relative binding free energies in a number of
studies.*> A model of each GS or TS complex was constructed by
modifying the hapten in the hapten complex to the substrate or
tetrahedral intermediate, respectively. Hydroxide ion was not in-
cluded in the GS complexes because the ion is likely present at
only catalytic and not stoichiometric amounts during the catalyzed
reaction. Tetrahedral intermediates were used to approximate tran-
sition states due to their similar geometries and charge distribu-
tions. The intermediate resulting from re attack by hydroxide ion
was energetically preferred by 43C9 while the si enantiomer was
preferred by 17ES8, consistent with findings by Tantillo and
Houk.*® As shown in Table 2, both the computed GS and TS
stabilizations are similar for the ester and amide hydrolysis reac-
tions of 43C9 with a 1 kcal/mol greater GS stabilization and a 1.2
kcal/mol greater TS stabilization for the amide hydrolysis reaction
relative to the ester hydrolysis reaction. These results agree with
estimated values from kinetic data where the GS stabilizations for
the ester and amide hydrolysis reactions of 43C9 are within 1
kcal/mol of each other as are the transition-state stabilizations.*%*!
Computed GS and TS stabilizations are also similar for the ester
and amide hydrolysis reactions of 17E8 with a 0.5 kcal/mol less
GS stabilization and 0.9 kcal/mol less TS stabilization for the
amide hydrolysis reaction relative to the ester hydrolysis reaction
(see Table 2). Because no kinetic parameters were measurable for
the amide hydrolysis reaction of 17ES, there is no experimental
validation for the latter computed results. Nonetheless, for the ester
hydrolysis reaction of 17E8, the computed relative stabilizations of
the transition state to the ground state of —6.1 kcal/mol is in good
agreement with the estimated experimental value of —5.3 kcal/
mol.**

Dynamics of the GS complexes in our MD simulations of the
complexes suggest that direct hydroxide attack is plausible for
43C9. In each GS complex simulation for 43C9, one or two water
molecules are found within 4 A of the substrate carbonyl carbon in
41% of the 500 configurations sampled per ps from each simula-
tion. Interestingly, the dynamics are also consistent with nucleo-
philic attack by His L91 with the distance between the nucleophilic
nitrogen of His L91 (protonated at the e—nitrogen) and the car-
bonyl carbon of the substrate ranging between 3.7 to 5.5 A.
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Figure 4. Computed activation barriers of hydrolysis via hydroxide
attack on p-nitrophenyl acetate (A) and p-nitroacetanilide (B), which
are minimal representations of the ester and amide substrates of 43C9,
respectively. Also shown are computed barriers of hydrolysis for
phenyl acetate (C) and acetanilide (D), which are minimal represen-
tations of the ester and amide substrates of 17ES, respectively. Exper-
imental barriers for the 43C9 ester and amide hydrolysis reactions
were estimated from k_,, values of 1500 min~' (15.5 kcal/mol) and
0.08 min~" (21.4 kcal/mol), respectively.*>*' The experimental bar-
rier for the 17E8 ester hydrolysis reaction was estimated from the k_,,
value of 223 min~! (16.7).*® No experimental barrier for the reaction
in (D) is shown because amidase activity was not detectable for 17ES.
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Table 2. Computed Average Binding Energies (kcal/mol) for Ground-State (GS) and Transition-State (TS)
Complexes of 43C9 and 17E8 with Standard Errors of the Mean in Parentheses.

GS Complex TS Complex
Computed Experiment Computed Experiment
43C9 ester hydrolysis 4.3 (0.6) —5.8¢ —1.0(0.8) —11.9*
amide hydrolysis 3.3(0.4) —4.4% —2.2(0.6) —-11.7*
17E8 ester hydrolysis 1.4 (0.5) —4.6° -5.2(0.5) —9.9°
amide hydrolysis 1.9 (0.5) — —4.3(0.6) —

Fifty equally spaced configurations from the 101-600-ps intervals of the MD simulations were used for the computa-
tions. TS ligands were approximated by the energetically preferred enantiomers (re for the 43C9 ligand and si for the
17E8 ligand) of the tetrahedral intermediates resulting from hydroxide attack. As mentioned in Methods, the solute
entropic contribution for each complex was not computed, but approximated to be +20 kcal/mol?* to obtain an estimate

of the absolute binding free energy.
Estimated from kinetic data on 43C9.44!

PEstimated from kinetic data on 17E8 (no detectable amidase activity

The possibility of histidine attack by 43C9 cannot be ruled out
given the detection of the acyl-antibody intermediate by mass
spectrometry. Nonetheless, our results suggest that this more com-
plex mechanism, which could not result directly from hapten
recognition, provides no catalytic advantage over the more simple
hydroxide attack mechanism that would result directly from hapten
recognition. Both mechanisms may indeed be operative. Detailed
mechanistic inferences should be tentative for 43C9 at this time
because a high-resolution structure of the 43C9—hapten complex
is not available. Furthermore, our results are only semiquantitative
due to the use of a continuum model to incorporate environmental
effects on the activation barriers in the QM calculations. More
accurate computations of the barriers would involve explicit in-
corporation of the protein environment as has been done in various
hybrid QM and molecular mechanics approaches.***> Given the
large computational demands of such approaches, convergence
problems that often emerge from their use, and the uncertainty of
the 43C9-hapten complex model, these approaches were not
applied in this study.*®

Conclusions

Our results support the proposed mechanism of catalysis by 43C9
in which the active-site residue, His L91, abstracts a proton from
a nearby water to form hydroxide ion, which then attacks the aryl
ester or anilide substrate. Computed activation barriers are in range
of experimental values while the dynamics of the GS complexes
support the plausibility of direct hydroxide attack. Finally, free
energy calculations predict that the GS and TS stabilizations are
similar for the ester and amide hydrolysis reactions of 43C9, which
is consistent with experiment. The proposed mechanism might be
generalized to all antibodies that have been elicited by arylphos-
phonate or arylphosphamidate haptens.
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